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Abstract:  Machine vision system (MVI) cope with many uncertainty from different sources as a result the actual response may be deviate. 

This proposed research identifies several such sources and introduces a unique methods for reducing uncertainty during the process of 

investigation. The suggested model present a complete machine vision inspection system which includes an agent based algorithm for 

minimizing the uncertain effect at the processed signal. Here, an uncertainty in the effect of improper sensor reading due to change in 

illumination, object distance variation from camera point and other environmental effects. The MVI system presented here is capable for 

inspection of any types of an object with minimal error. In experimental point of view, implementation of sensors for uncertain dynamic effects 

at inspection stage is optimized. The proposed sensor based configuration has been validated through simulations and implemented for effective 

inspection. 

 

Index Terms - MVI system, Illumination, Sensors, Uncertain effect 
_________________________________________________________________________________________________________________ 

I. INTRODUCTION 

During the process of investigation some constraints like environmental temperature, improper illumination, Base vibration, dust and dirt etc., 

which plays an important role in order to variation of actual detected signal through camera. Hence, in dynamic multi-object environment a 

sensory arrangement can offer independent signal processing and analysis platform for an efficient inspection of an object. Due to nature of 

object’s position the inspection environment is jumbled objects which leads to prevent the target viewing for a specific interval. Online planning 

may be followed for configuring the sensory arrangement dynamically [1]. Such arrangement depends on vibrant choice of (a) Sensors aimed 

at each object plus (b) optimum position and coordination of the sensors [2].  

Sensor Pre-arrangement for Vibrant situations 

Generally Sensor implementation founded on assignment restrictions over distributed sensor arrangements [3] and also based on analytical 

procedure by considering task requirement with sensor parameters [4]. Data acquisition and analysis for single object generally follows offline 

approaches while in case of multi object dynamic environment an attention based behavior [5-7] can used. This system is responsible for 

selection of single target and at the same instance entire sensors are focused for specified interval. As a result dropping the single and multi-

object environs problem. In contrast, the proposed model facilitate individual camera to record the different objects as per their predictable 

outcomes so as to exploit their efficiency. Again the sensory arrangement planned here is skillful for online sensor re-configuration intended 

for automatic inspection in vibrant environment. Now a days an agent based methods has proposed for the online sensor planning so as to 

minimizing inspection difficulty. [8-14]. 

Here an agent based scheme is adopted for selection of sensor as well as locating in multiple object atmosphere. As a result the dynamic effect 

is optimized and increase the system’s throughput. 
 

II. SENSOR PLANNING FOR OBJECT RECOGNITION  

Here the dynamic environment include multi-objects moves through inspection bed and a sensing arrangement is planned  by considering the 

number of objects, degree of freedom , and viewing angle etc.  Due to use of an agent based planning scheme, the dynamic issues are reduced 

and the system’s performance is also increased. Generally in MVI system the vision cameras are adjusted in terms of alignment as well as 

optical factors but they are unable to fuse data from multi-cameras. But, the proposed work dynamically adjustment is possible by considering 

the camera position and data fusion. During the course of sensor arrangement reorientation, sensor dispatching maximizes the system 

effectiveness by animatedly choosing the exact sensors to acts on each object as well as decide their best positions.  Assuming the demand 

instants (System constraints or user defined) as Ti the location of each object at specific instant is determined by considering their motion. For 

a nth sensor acting on  jth demand instant, the visibility measure can be expressed as  ( ), int

0,

W U f if unoccluded demand pok kV jn
Otherwise


  

Where kW  is user defined weight, kU is the weight assigned by system serviced by sensor.  Due to this the MVI system’s performance has 

increased. The proposed MVI structure comprises of multi-sensor -agents, a referee-agent and a judge-agent. The sensor-agent is monitored 

and enforced by two virtual agents. During sensor disappointment the system wants to eliminate the linked sensor-agent. The sensor -agent is 

accountable for selecting demand instant for object detection by an associated sensor and optimizing pose so as to maximizing sensor’s 

performance. In a three demand instant limit [2 0 3] combination referring to servicing target or object 2 at request-period-1. This grouping is 

calculated by considering exhaustive search of all conceivable combinations. If entire search galaxy for a sensor-agent is 
nt )1(  , here t is 

the aggregate number of non-recognized objects and n is the number of demand -instants. Hence entire search-space for the whole system is 

equal to 
ntS )1(  , where S is the whole sensor numbers. Similarly for a unified supervisor the search space is

sntS .)1(  . At every steps of 

investigation the sensor-agent identifies the best position for an individual sensing element. Using optimal sensor poses and object’s positions 
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the sensor-agent determines the predictable possible visibility for respective grouping and then estimates all groupings examined to regulate 

acceptable results. 

One Sensor Visibility Performance  

Considering a region of interest ( )R  for a specific area ( )A accessed by ''n  sensor as represent in figure-1, where iEv be an event in which 

an object is focused at L and visible. The possibility of vision by any one sensor is expressed as ( 1
n

P EVii . Again it is expanded as  

1
( ) ( ) ( ,1, ) .......... ( 1) ( )1

n n
P E P E P E E P I EiVi Vi Vi Vj Vii


     

.         (1) 

The projection of an object in certain direction can be calculated in a useful manner by considering r  as the average maximum distance from 

centroid to projected object points at different directions.  Generally in cylinders, r  is the radius; for square prism with side 2s, 

41 2 2cos
0

4

sr s d



 


  . The quantity r will be useful in manipulative the average occluding region of an object. Moreover, it can 

effortlessly be exposed that, the distance id   for an object obstructed to other object is related to its distance iD from sensor i [Figure-1 (b)]. 

Statistically,  
1

i
d D d Di i i i i

i





  


, and 

h

i
Hi

                                                                    (2) 

 

 
  

 

 

 

 

 

 

 

 

 

 

 

                       Figure-1 : (a) Camera positioning.                                           Figure-1: (b) Position mismatch condition by an  

                      object with respect to distance variation 

 
Considering an objects has a certain density of possession and there is no non-uniform densities, with increase in K-objects along with area 

A  uniformly such that k A .                                                                                                                                      (3) 

In continuous object densities   is expected. Now 
,.....1 1, 2

( ) lim 1
0( )

1, 2,....,

o
A

i i imk
P Ei k kji i i im jAob

 
 
 


 

  

 
 
 
 
 

                (4) 

Here, 
1

,

1,.... 1,....

Aob
a bo o

A Ai ii im m


  , ‘a’ is conformation of object location and  ‘b’ is a correction  of object location for  finite object size. Hence 

1 1
( ) lim 1

0( ..... )
1,

k
P Ei k ji i i ka jbm


 

  

 
 
 

                             (5) 

Unequal Object Mass  

For unequal object mass, to progress the design  1
th

j   object has a region existing to it is R minus the region employed by the j previous 

objects. This object is situated in “available” region corresponding to the density function ' ' . The probability for object to be present in the 

occlusion region is  
,.....

1, 2

o
R

i i im
 
 
 

 and then be determined  as the ratio of an object present in occlusion region and object located in available 

region. Thus, it can be written as  

 

 

( )1 1,.....
( ) lim 1

0( )1, 2,...., ( )1,.....

o x x dxR c o ci ik m
P Ei

k ji i i i o x x dxm R R c o ci im







 

   

 
 
 
 

                                                       (6) 

Here 
j

obR  is the region engaged by the earlier ' 'j  objects. Meanwhile the earlier ' 'j  objects are situated arbitrarily in R  
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Multi Sensor outcomes 

It is necessary to detect the object through multi-sensors for various requests. Stereophonic restoration is one of the example in which the 

prerequisite of vision with multi-sensors can be fulfilled. Evaluation of vision possibilities by multi-sensor can be expressed as  P E Ei j
i j

 
 
 

                                                                                                                       

     (7) 

Apart from this other types of uncertainties has been taken into account like Noise, Robustness, Time varying fitness function. Generally the 

noise here considered from sensor output or periodical simulation’s outcomes. In mathematically it can be represented as 

  2
( ) ( ) ( ) ( ), (0, )F X f x z p z dz f X z N 


  


                        (8) 

At this time ' 'X  is considered as design variables, ( )f X  is time invariant fitness function, z  is additive noise. It should be observed that non- 

Gaussian noise, such as Cauchy distributed noise has also been taken into account [13]. However, in the course of optimization, only 

computable fitness cost is the stochastic ( )f X z . Hence, the predictable fitness function in (7) is often come close to an averaged sum of a 

number of random trials.  
1

( ) ( )
1

N
F X f x zi

iN



 


            (9) 

Here N is sample size and ( )F X



 is an estimate of ( ) ( )F X f X . 

Robustness: The design variables are subject to variations after the optimum result has been chalked out. Thus, a communal condition is that 

a resolution must quiet work adequately when the design variables altered slowly (because of industrial tolerances). This resolutions are labelled 

as robust resolutions. To pursuit for robust resolutions, evolutionary algorithms must work on a predictable fitness function entered on the 

probability distribution of P(δ) the potential conflicts , which are regularly anticipated to be self-regulating of each other . 

( ) ( ) ( )F X f X P d  


 


                                                      (10) 

Now ( )F X  is effective fitness function. If noise is inevitable, an individual cannot be assessed precisely.  

III. EXPERIMENTS SIMULATIONS AND RESULTS DISCUSSIONS 

To demonstrate the projected procedure, an experimental trials are momentarily explained here. Here a Machine vision system is well 

fortified with 4 dynamic sensors where each have 5 degree of freedom for proper signal detection. During the experimentation a stochastic 

procedure for improving the optimum sensor arrangement with respect to definite visibility necessities are targeted. To authenticate the 

suggested scheme, different outcomes of the procedures are presented for numerous sections, which include artificial as well as real images. 

A rectangular room of size 10’x12’ has been taken for the proposed research.  
 

The sensors are limited to be attached H = 4.5 feet directly above the base point and have a viewing angel of 900. A constant object mass of
21m  , object height = 75cm, object radius 2.5r  cm, least visibility height h=50cm and extreme visibility angle

0

max 45  . Brighter 

areas signify maximum discernibility. The various sensor implemented over the MVI system is offered in Figure-2. 
 

After implementing the sensory arrangement (both LDR and Ultra Sonic sensor) the performance of both has been studied through succeeding 

outcomes. Computing the error associated with the sensor during the course of illumination by lighting arrangement at different level of height 

or distance from the inspecting bed to the focusing point. Figure-3 and Figure-4 concludes that the LDR has approximately linear response 

over the illumination variation.  
 

 
 

Figure-1: Sensor implemented over the Robotic MVI system              Figure-2: LDR response by considering resistance variation 
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Figure-3: Signal conditioning circuit’s voltage variation response                        Figure-4: Determining the position of lighting 

arrangement for proper Illumination 

 

Similarly Figure-5 illustrates the three different sets of proper positions out of 20 different distances or height of focusing arrangement. These 

values can be consider as 3 Sets of data’s. In set-1, light arrangement is place almost maximum distance or height from the inspecting object, 

similarly in set-2 is positioned at minimum height between the object and the lighting point and in set-3 the implement is place almost middle 

position in between the inspecting object and illumination arrangement. The above assessment approves the proper positioning of equally 

sensor with the lighting arrangement in order to avoiding the dynamic uncertainty with mean absolute error of ±0.0003mm.Now the Standard 

deviation and variance of the lighting arrangement at different position’s data presented in Figure-4 is summarized in Table-1. The demand 

instances are set with 2-s intervals.  Vision outcomes of an individual sensor is estimated through sensor structure. Once an object is detected 

with pre-defined sureness, it is labeled as hurdle for its outstanding interval in the workplace. 
 

 

Table-1:  Discrepancy of the lighting arrangement 

at different positions 

Standard Deviation (mm) Variance (mm2) 

Set-1 0.000254687 5.58851E-07 

 Set-2 0.000234123 4.05221E-07 

Set-3 0.000254234 5.52242E-07 

 

 

For getting sureness in detection, a collective discernibility Matrix is cast-off. Here the 
th

K  object is well-defined as V VSK SKjj
 , Where 

VSKj is the summation of the discernibility of entire sensors participating in inspection of 
th

K  object at the 
th

J  demand instances. The 

collective discernibility for all objects is presented in figure-6 and sensor tasks are shown in Table-2. From the table Sensor-2 band 3, and 4 

focused on object till the recognition at demand instant 3 afterwards all assets are devoted to object-2 which effectively identified at demand 

instant-5. 

 

 

 

 

 

 

 

 

 

 

 

                               

 

             Figure-6: Cumulative visibilities for objects                                                      Figure-7:  Sets of measuring range corresponding to 

                    static and dynamic inspecting bed 
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Table-2: Sensor Assignment visibility 

S
en

so
r
 

Demand Instants 

 
1D  2D  

 

3D  

 

4D  

 

5D  

S1 0.674 0.810 0.440 0.360 0.324 

S2 0.632 0.732 0.771 0.856 0.862 

S3 0.892 0.864 0.542 0.432 0.432 

S4 0.792 0.779 0.432 0.002 0.943 

Height in mm 

Resista

nce in 

K  

http://www.ijcrt.org/


www.ijcrt.org                                                      © 2018 IJCRT | Volume 6, Issue 1 March 2018 | ISSN: 2320-2882 

IJCRT1872317 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org 945 
 

 
          

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

           Figure-8 : Output error of US sensor in %Conclusions 

 

Error measurement during investigation 

Sensory arrangement attached with the robotic MVI structure has some error during the inspection period because of variation in level or 

positioning of illumination arrangement and any obstacles present in between the inspecting object and the measuring arrangement. 

To measure the error, the implement is fixed relative to the MVI structure and ensures proper illumination and considering the inspecting bed 

is at static and in dynamic condition for getting different values of measuring range. Figure-6 represents sets of measuring range corresponding 

to static and dynamic inspecting bed. Set-1 and 3 in the Figure-6 represents the illumination performance during the presence of sensory 

arrangement and set-2 signifies the response of the illumination arrangement with absence of sensory arrangement. 

Response of an ultrasonic sensor 

Implementing Ultra Sonic sensor in the Robotic MVI system and through the MATLAB simulation, the clusters of information about an object 

has been figured out. The Proposed structure receives the information about how far the object. In each second the system receives six sets of 

reading about the object.  

By running the program for 50 seconds for each observation a numerous readings are obtained. There are some readings are summarized in 

Table-3. Figure-7 represents the output response of an ultrasonic sensor corresponding to number of iterations. As a result, the implemented 

sensor is capable for proper detection of positioning and distance measurement. 

 

IV. CONCLUSIONS : 
 

 Above analysis concludes that the uncertainty dynamic environment condition due to illumination variations, object’s position 

changes and other surrounding effects  can be controlled by proper regulatory module for accurate or an error free investigation. Similarly the 

object position and distance measurement also possible by implementing Ultrasonic sensor. All the output obtained from these sensors has 

been feed to a controlling unit for proper synchronization and investigation, hence the dynamic environment conditions has to be controlled. 

REFERENCES 

[1] S. Garribba, A. Servida, and Volta, G., 1998. Fuzzy measures of uncertainty for evaluating non-destructive crack inspection”, Journal on 

Structural safety, Elsevier, Vol.5, pp. 187-204. 

[2] Min fan Ricky Lee, Clarence W. de Silva, Elizabeth A. Croft, Q. M. Jonathan Wu, 2000. Machine Vision system for curved surface 

inspection, Journal on Machine vision and applications, Springer Link, Vol.12, pp.177-188. 

[3] Gang Wang and Warren Liao. 2002. Automatic identification of different types of welding defects in radiographic images, Journal on 

Non-Destructive Testing and Evaluation (NDT&E), Elsevier, Vol.35, pp. 519-528. 

[4] Joze Derganc, Bostjan Likar, Franjo Pernus, 2003. A machine vision system for measuring the eccentricity of bearings, Journal on 

Computers in Industry, Elsevier, Vol.50, pp.103-111. 

[5] Ho-Hsien Chen and Chinghua Ting, 2004. The development of a machine vision system for shiitake grading, Journal on Food quality, 

Elsevier, Vol.27, pp. 352-356. 

[6] Zhenwei Su, Gui Yun Tian, Chunhua Gao, 2006. A Machine vision system for on-line removal of contaminants in wool”, Journal on 

Mechatronics, Science Direct, Elsevier,  Vol.16, pp.243-247.  

[7] Santosh Kumar Sahoo, B. B. Choudhury, 2016. Artificial intelligence (AI) based classification of an object using principal images”, 

Computational Intelligence in Data Mining, Springer Book Chapter, Vol-2, 143-151.  

[8] M. H. Gerami, H. Safiyari, A. Jafari, M. Mousavi Nasab, 2016. Application of Machine vision to assess weight of fish”, Indian Journal 

of Fisheries sciences, Vol.15 (1), pp. 575-584. 

[9] Gianni Campatelli and Antonio Scippa, 2016. Development of an artificial vision system for the automatic evaluation of the cutting 

angles of worn tools”, Journal on Advances in mechanical engineering, Vo-l8 (3), pp. 1-11. 

[10] Kuo Yi Huang, Yu Ting Ye, 2015. A novel machine vision system for the inspection of micro spray nozzle, Multidisciplinary Digital 

Publishing Institute (MDPI) Journal on Sensors, Vol.15, pp. 15326-15338. 

[11] Gang, X. Y. G. Z. C. 2002.Rolling path planning of mobile robot in a kind of dynamic uncertain environment. 

 
 

Table-3: Response of an ultrasonic sensor 

No. of 

Iterations 

Real 

Distance 

(cm) 

Average 

Obtained 

Distance 

(cm) 

Error in 

Distance 

(%) 

1 7.24 6.33 12.56 

2 3.22 2.54 21.11 

3 5.13 4.75 7.40 

4 12.11 11.10 8.34 

5 14.00 12.76 8.85 

6 6.45 5.86 9.14 

7 16.12 14.75 8.49 

8 6.10 5.98 1.96 
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